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Traditionally, multisensory integration has been consid-
ered to be a preattentive, automatic process (e.g., de 
Gelder & Bertelson, 2003). Moreover, multisensory pro-
cessing was also considered to adhere closely to well-
established rules, with the temporal and spatial 
proximity of sensory inputs from different modalities 
being major determinants for integration to occur (e.g., 
Stein & Meredith, 1993; Welch & Warren, 1986). In 
addition, the law of inverse effectiveness seemed to 
straightforwardly predict the strength of integration, 
positing that when the responsiveness to individual 
sensory stimuli decreases, multisensory integration is 
stronger (Holmes, 2009). Further, in part because of 
the putatively general adherence of multisensory inte-
gration to such rules, it has been argued that such 
integration is essentially immune to cognitive modula-
tion and independent of the availability of processing 
resources.

Despite this original interpretation of multisensory 
integration as being largely preattentive, there are 
several lines of reasoning to expect that top-down atten-
tion could indeed affect such integration processes, 
along with a number of recent studies providing direct 
evidence for such influences. First, multisensory inte-
gration and attention serve similar purposes, in particu-
lar to enhance perceptual clarity and reduce stimulus 
ambiguity. Based on these similarities in function, we 
and others have previously hypothesized that multisen-
sory integration and attention would be likely to inter-
act (e.g., Alsius, Navarra, Campbell, & Soto-Faraco, 
2005; Senkowski, Talsma, Herrmann, & Woldorff, 2005; 
Soto-Faraco & Alsius, 2009; Talsma & Woldorff, 2005). 
Second, the existence of cross-modal spatial attention 
effects (e.g., directing visual attention to a location in 
space improves the processing of stimuli in other 
modalities at that location, even when these stimuli are 
completely task-irrelevant) demonstrates that attention 
can be oriented in parallel across multiple modalities 
in a supramodal fashion (Eimer & van Velzen, 2002; 
Weissman, Warner, & Woldorff, 2004). Third, it has 
been argued that attention is facilitatory, if not crucial, 

for top-down feature-binding processes, either within a 
modality (Treisman & Gelade, 1980) or across modali-
ties (Cinel, Poli, & Humphreys, 2002; Treisman & 
Davies, 1973). And, finally, as described below, a number 
of recent studies have provided strong evidence for the 
robust influence of attention on multisensory integra-
tion processes.

Following a brief introduction to the most relevant 
attentional mechanisms, this chapter provides an over-
view of some recent studies indicating that top-down 
voluntary attention can affect multisensory processing. 
Findings from these studies will also be contrasted with 
other work that has indicated that multisensory integra-
tion can occur preattentatively.

Attentional Mechanisms

Attention is an essential neurobiological function that 
allows us to continually and dynamically select the most 
important and/or salient stimuli or events in our envi-
ronment, both external and internal, so that greater 
neural resources can be devoted to their processing. 
Attentional selection mechanisms are often broadly 
divided into two main categories. First, top-down control 
refers to a voluntary mode of orienting attention toward 
behaviorally relevant stimuli, objects, events, or loca-
tions on the basis of internal states such as goals, motiva-
tion, or expectations (Serences & Boynton, 2007; 
Theeuwes, Atchley, & Kramer, 2000; Yantis & Jonides, 
1984). Top-down attention is thought to be goal-directed 
when attentional priority is given to events and objects 
that are aligned with the observer’s goals (Theeuwes et 
al., 2000). Moreover, top-down attention can be directly 
allocated to specific locations in the external world; in 
this case attention is said to be oriented in a spatially 
selective fashion (e.g., Corbetta & Shulman, 2002;  
Hillyard, Woldorff, Mangun, & Hansen, 1987; Luck, 
Woodman, & Vogel, 2000), thereby giving priority to 
the processing of stimuli presented at certain (attended) 
locations over stimuli occurring at other locations. 
Second, bottom-up, stimulus-driven attentional control 
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refers to a much more automatic mechanism of atten-
tion in which salient stimuli and events in the environ-
ment capture processing resources based on stimulus 
properties such as saliency, even when they are irrele-
vant to, or even counter to, current goals or expecta-
tions (Theeuwes, 1991; Yantis & Jonides, 1984). Here, 
we argue that top-down attention can impart major 
influence on multisensory processing, and we review 
several important mechanisms by which this can occur.

A major topic in attention research, especially from a 
multisensory perspective, concerns the question of how 
attention is allocated and coordinated across sensory 
modalities. Considerable overlap can be found in frontal 
and parietal brain areas responsible for the top-down 
orienting of visual and auditory attention (cf. Woldorff 
et al., 2004; Wu, Weissman, Roberts, & Woldorff, 2007 in 
closely parallel paradigms). In addition, attending to a 
specific location in one modality also enhances the pro-
cessing of stimuli from another sensory modality pre-
sented at that same location, and, conversely, voluntarily 
directing attention to different locations in each modal-
ity tends to lead to costs in task performance (Eimer & 
Driver, 2001; McDonald, Teder-Sälejärvi, Di Russo, & 
Hillyard, 2003; Spence & Driver, 1994, 1996; Talsma & 
Kok, 2002). Overall, these cross-modal attentional find-
ings make it unlikely that there are completely indepen-
dent attentional control mechanisms for the different 
modalities. Rather, they suggest that the sensory modali-
ties operate synergistically in orienting to new locations 
in space. The tendency for such a synergy supports the 
view that attention, particularly spatial attention, can 
operate in a supramodal fashion.

It has been proposed that top-down spatial selective 
attention operates by increasing the sensitivity of  
neurons responsive to the attended stimulus feature  
or location (Hillyard, Vogel, & Luck, 1998; Khayat,  
Spekreijse, & Roelfsema, 2004). Presumably during 
supramodal attention, the biasing signals that are sent 
from the frontoparietal attentional-control network are 
projected to several of the unisensory cortices in parallel. 
Such a mechanism would make it possible for attention 
to be oriented in parallel across modalities. In contrast, 
it has been proposed that attentional resolving—that is, 
the processing of relevant information within each 
modality—may be carried out in a more independent 
manner within each modality (Klemen, Büchel, & Rose, 
2009; Talsma, Doty, Strowd, & Woldorff, 2006).

Influences of Top-Down Attention on 
Multisensory Integration

The number of studies showing that top-down attention 
can affect multisensory integration has been steadily 

increasing. In particular, evidence is now available to 
show that attention can affect multisensory processes at 
various stages, from relatively early perceptual stages to 
later, more complex, perception-related stages involv-
ing the analysis of audiovisual congruency or related to 
audiovisual illusions.

Spatial and Nonspatial Selective Attention

A relatively straightforward demonstration of atten-
tional influence on multisensory integration processes 
is provided by an EEG experiment in which participants 
covertly attended to one of two possible spatial loca-
tions (Talsma & Woldorff, 2005). The responses evoked 
by a multisensory stimulus were compared with the sum 
of the responses evoked by its unisensory components 
separately (and correcting analytically for any possible 
differential overlap in such a contrast). By contrasting 
the evoked responses at attended and unattended  
locations Talsma and Woldorff were able to investigate 
both the effects of multisensory integration on stimulus 
processing and how such effects are influenced by 
spatial attention. The results of this manipulation 
showed that the neural responses associated with  
multisensory integration, including ones occurring at 
relatively early latencies, were larger at the attended 
location than at the unattended one (see figure 20.1 
[plate 26]). Although these results show that multisen-
sory integration can be affected by spatial selective 
attention, the onset of the earliest multisensory integra-
tion effects occurred at somewhat longer latencies (>90 
msec) than some previously reported under conditions 
in which stimuli were presented centrally (Giard &  
Peronnet, 1999; Molholm et al., 2002). To investigate  
the possibility that the peripheral stimulation in the 
Talsma and Woldorff (2005) study resulted in a rela-
tively low sensitivity of ERPs for detecting the early mul-
tisensory integration effects, a follow-up study was 
devised in which all the stimuli were presented centrally 
(Talsma, Doty, & Woldorff, 2007). Attention was manip-
ulated by requiring participants to perform a secondary 
digit detection task. In this study, an early-latency  
frontocentral deflection in the ERP (i.e., on the P50 
component) was observed, apparently reflecting early 
multisensory interaction processes. Interestingly, 
although this effect was observed in response to multi-
sensory stimuli, it was significant only when attention 
was directed to both the visual and auditory parts of the 
multisensory stimulus. This latter result is consistent 
with recent findings of Wu et al. (2009), who reported 
that multisensory integration effects occurred relatively 
late when participants were attending to the visual 
modality only.
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Figure 20.1 (plate 26)  Effects of spatial selective attention on multisensory integration. (A) Experimental design. During a 
block of trials, participants were selectively attending to stimuli presented in one hemifield while ignoring stimuli presented in 
the opposite hemifield. Stimuli consisted of visual (square-wave gratings), auditory (tone-pips), and audiovisual stimuli, pre-
sented in rapid and random succession. Audiovisual stimuli consisted of the simultaneous presentation of the visual and auditory 
stimuli, and data were subsequently collapsed across the left and right hemifields. (B) Multisensory integration effects as 
reflected in an ERP difference wave that was obtained by subtracting the summated ERP response to the auditory (A) and visual 
(V) stimuli from the ERP response to the audiovisual (AV) stimuli. Note that the effects represented in the resulting [AV – (A 
+ V)] difference wave are more pronounced when the stimuli are attended (left), as compared to when they are unattended 
(right). (C) Scalp topographies of the effects shown in B. (Redrawn from Talsma & Woldorff, 2005.)
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Multisensory Congruency

Another example of the top-down influence of atten-
tion on multisensory processing is provided by a func-
tional magnetic resonance imaging (fMRI) study by 
Fairhall and Macaluso (2009). In this study a speech 
fragment was played acoustically from a central loca-
tion, together with two side by side video-clips of visual 
speech (lip-moments). One of the visual streams was 
congruent with the auditory speech signals while the 
other stream was incongruent. Spatial attention was 
covertly oriented to either the left or the right visual 
stream while fixation was kept in the center. As a main 
result, the authors found increased activity in several 
brain areas, including in the superior temporal sulcus, 
the striate and extrastriate retinotopic visual cortices, 
and the superior colliculus, when visual spatial atten-
tion was directed to lip movements that were congruent 
with the auditory speech signals compared to when 
attention was directed to the simultaneously presented 
incongruent lip movements. These results can be taken 
to indicate that attention can not only boost the pro-
cessing of stimuli presented at specific locations but 
may also aid in resolving conflicts in audiovisual stimu-
lus congruency.

A similar conclusion concerning congruency was 
reached by Senkowski et al. (2008), who used EEG data 
to show that allocating visual attention toward irrele-
vant lip movements in the visual scene interferes with 
the recognition of audiovisual speech signals from an 
attended speaker (figure 20.2). In this study partici-
pants were presented with a continuous stream of 
audiovisual speech stimuli in which either a center 
speaker alone produced a syllable (i.e., no-interference 
trials) or in which three horizontally aligned speakers 
(including the center speaker) simultaneously pro-
duced syllables (i.e., interference trials). The partici-
pant’s task was to detect a target syllable by the center 
speaker, while ignoring syllables from two flanking 
speakers. The faces of the center speaker and the flank-
ing speakers (figure 20.2) were amplitude modulated 
at different visual stimulation frequencies. This enabled 
the steady-state visual evoked potentials (SSVEPs) in 
response to the center speaker and the flanking speak-
ers to be separately extracted (figure 20.2C), providing 
a real-time index of visuospatial attention toward the 
three speakers. A main finding of the study was that 
highly distracted participants (reflected by longer reac-
tion times in interference than in no-interference 
trials) showed larger SSVEPs during omitted trial 
periods in response to flanking speakers in comparison 
to participants displaying little distraction. Similarly, the 
amplitude of the SSVEPs in response to the flanking 

speakers was positively correlated with the participant’s 
distractibility during speech processing (figure 20.2D). 
This suggests that the allocation of spatial attention to 
task-irrelevant sensory input interferes with the recogni-
tion of task-relevant multisensory speech signals under 
noisy environmental conditions.

In another study using a binocular rivalry paradigm 
consisting of a visual stimulus with looming motion to 
one eye and radial motion to the other, van Ee and col-
leagues (2009) demonstrated that participants were 
able to hold on to one of the two percepts longer by 
means of attention. Moreover, this attentional gain for 
one of the percepts was prolonged when the attended 
visual stimulus was accompanied by a sound that 
matched the temporal characteristics of the attended 
visual stimulus. This pattern of results thus also suggests 
an intimate interactional relationship between atten-
tion and multisensory integration. Although the exact 
neural mechanisms involved in this process are not yet 
clear, the findings suggest that attention may boost the 
neural response to one of the competing visual signals 
and that this boost, in turn, facilitates integration with 
the matching auditory signal. Interestingly, van Ee et al. 
(2009) also demonstrated that the mere presence of 
such a matched sound was insufficient. Additional atten-
tion to the auditory modality was needed to facilitate the 
effect that the congruent sound could have on the atten-
tional facilitation of one of the two visual percepts.

Spreading of Attention

A third type of cross-modal process involving attention 
and multisensory integration has been described as a 
“spread of attention” between modalities. As reported 
by Busse et al. (2005), it was shown that a task-irrelevant 
auditory stimulus elicited a different electrophysiologi-
cal brain response when it was paired in time with an 
attended versus an unattended visual stimulus, even 
when the visual stimulus arose from a completely differ-
ent spatial location. This difference appeared as a pro-
longed negative-polarity deflection over frontocentral 
scalp areas, beginning at ~200 msec poststimulus and 
lasting for hundreds of milliseconds, as well as being 
reflected by a corresponding enhancement of fMRI 
activity in auditory cortex. The prolonged negative-
polarity electrophysiological effect, variants of which 
have also been observed in several other studies 
(Donohue, Roberts, Grent-‘t-Jong, & Woldorff, 2011; 
Fiebelkorn, Foxe, & Molholm, 2010; Talsma et al., 
2007), resembles an activation known as the late process-
ing negativity observed during unisensory auditory selec-
tive attention (Näätänen, 1982). This resemblance is 
particularly intriguing in that it is induced by visuospa-
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Figure 20.2  Visual processing of flanking speakers interferes with the recognition of multisensory speech signals under noisy 
environmental conditions. (A) Participants were presented with a continuous stream of audiovisual speech stimuli in which 
either syllables were produced by a single center speaker (no interference trials; left panel) or three syllables were simultane-
ously produced by the three speakers (interference trials; right panel). The participant’s task was to detect the target syllable 
/ba/ by the center speaker, while ignoring syllables from two flanking speakers. Faces of the center speaker and the flanking 
speakers were presented at different visual stimulation frequencies, i.e., 25 Hz and 19 Hz, respectively, which enabled the sepa-
rate analysis of steady-state evoked potentials (SSVEP) in response to the center and the flanking speakers. (B) The motion 
onset of the lips preceded the sound onset of the syllables on average by 230 msec. (C) The upper panel shows time-frequency 
representations of a channel located over central posterior scalp during omitted trial periods (periods without speech stimula-
tion but with the presentation of flickering faces) for participants who were highly distracted in speech interference trials, i.e., 
has longer reaction times (RTs) compared to participants who were less distracted in these trials. Highly distracted participants 
showed larger SSVEP in response to flanking speakers over occipital scalp regions in comparison to less-distracted participants 
(lower panel). (D) The SSVEP in response to flanking speakers during omitted trial periods correlated positively with the dis-
tractibility of participants during speech processing (i.e., RTs of interference minus RTs of no-interference trials). (Redrawn 
from Senkowski et al., 2008.)

tial selective attention. Moreover, this cross-modal 
attentional spread process can be interpreted as a sys-
tems-level cascade of interactions between top-down 
and bottom-up influences. Specifically, it appears to 
begin with selectively focused top-down visuospatial 
attention that determines which stimulus in the visual 
modality is preferentially processed. Then, presumably 
by means of an automatic (bottom-up) binding mecha-

nism derived from the temporal coincidence of the 
multisensory stimulus components, attention spreads 
across modalities to encompass the auditory compo-
nent despite its being completely task-irrelevant and 
not even in the same spatial location. In other words, it 
appears that choosing to attend to a specific aspect of 
the visual world can determine saliency in the auditory 
world.
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Another set of recent studies used both EEG (Zimmer, 
Itthipanyanan, Grent-‘t-Jong, & Woldorff, 2010) and 
fMRI (Zimmer, Roberts, Harshburger, & Woldorff, 
2010) with audiovisual letter combinations to study how 
the spreading of attention across modalities and space 
(as in Busse et al., 2005) would vary as a function of the 
congruency of the unisensory stimulus components. 
These studies found enhanced visual-to-auditory spread-
ing of attention activity associated with the auditory 
cortex when the task-irrelevant auditory stimulus was 
incongruent relative to when it was congruent, consis-
tent with a greater distractibility by the auditory stimuli 
when they conflicted with the task-relevant visual stimu-
lus at a representational level. The incongruent stimu-
lus trials were also associated with enhanced fMRI 
activity in the anterior cingulate cortex (ACC) and in 
the visual cortices, consistent with a detection of the 
incongruency by the ACC followed by an attempt to 
focus more attention on the visual stimulus in the face 
of the presence of conflicting auditory input. Similar to 
the findings on audiovisual incongruency, as discussed 
above, these results underscore the close interactive 
relationship between attention and multisensory inte-
gration processes.

Audiovisual Illusions

Further evidence for the impact of top-down attention 
on multisensory processing derives from studies using 
audiovisual illusions (Alsius et al., 2005; Alsius, Navarra, 
& Soto-Faraco, 2007; Mishra, Martinez, & Hillyard, 
2010). For instance, during the well-known McGurk 
effect (McGurk & MacDonald, 1976), an auditory 
phoneme dubbed onto incongruent visual lip move-
ments can lead to an illusory auditory percept. However, 
endogenously directing attention away from the stimu-
lus (e.g., to a demanding concurrent task) reduces sus-
ceptibility to the illusion (Alsius et al., 2005; 2007). 
Interestingly, Alsius et al. also reported that this reduced 
susceptibility to the McGurk effect (i.e., reduced visual 
influence on phoneme perception) occurred above and 
beyond any unisensory attention effects, and regardless 
of the sensory modality (visual, auditory, or tactile) in 
which the concurrent task was performed (Alsius et al., 
2005; Alsius et al., 2007) (see figure 20.3). This suggests 
that the reduction of the illusory effect was being accom-
plished by the pulling away of resources from the multi-
sensory integration processing mechanisms.

Another example of the interaction of top-down 
attention and audiovisual illusions concerns the sound-
induced double-flash illusion, in which two sounds in 
quick succession can induce the perception of a double 

flicker of a concurrent continuous visual stimulus 
(Shams, Kamitani, & Shimojo, 2000). More specifically, 
the perception of this effect has been found to be larger 
when spatial attention was directed to, versus away 
from, the stimuli eliciting the illusion (Mishra et al., 
2010). Thus, these various findings provide further evi-
dence that directed top-down attention can influence, 
and/or interact with, a broad range of multisensory 
perceptual processes.

Is Attention Necessary for Multisensory 
Integration?

Although the studies reviewed above have shown that 
attention can robustly influence multisensory integra-
tion processes, it should be noted that this does not 
imply that attention is necessary for multisensory inte-
gration. For instance, van der Burg et al. (2008) used a 
difficult-to-detect visual target-detection task (target 
stimuli were presented among an array of similar dis-
tractors) and found that search times increased with an 
increasing number of display items, which suggested 
that participants were using an item-by-item serial 
search strategy (Wolfe, 2003) in this visual task. However, 
when a transient sound was presented together with an 
irrelevant color change of the target stimulus, search 
times became much shorter, which occurred relatively 
independent of the number of distractor items, provid-
ing evidence that the concurrent auditory event helped 
make the visual target pop out from the background of 
distractors (i.e., target selection was no longer based on 
a serial attentional process). Furthermore, it was found 
that visual distractor stimuli could also capture atten-
tion when they were synchronized with an auditory or 
tactile accessory stimulus, as reflected by a decreased 
ability to detect competing visual targets (van der Burg 
et al., 2008; van der Burg, Olivers, Bronkhorst, & Theeu-
wes, 2009). These results suggest that multisensory inte-
gration can take the form of a highly stimulus-driven, 
relatively automated process that can increase the 
saliency of visual stimuli sufficiently to make them 
quickly detectable (Noesselt, Bergmann, Hake, Heinze, 
& Fendrich, 2008). In addition, this also indicates that 
the resulting saliency increase can then capture or oth-
erwise modulate attentional orienting processes.  
It should be noted, however, that some studies (e.g., 
Fujisaki, Koene, Arnold, Johnston, & Nishida, 2006; 
Alsius & Soto-Faraco, 2011 ) using similar search para-
digms did not find that a synchronously presented 
sound was sufficient to make a visual stimulus pop out 
from the background. Presumably, this is because these 
studies used auditory stimuli that were not particularly 
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Figure 20.3  Diverting attention from audiovisual speech reduces the prevalence of the McGurk illusion. (A) The dual-task 
paradigms used in the visual (top) and auditory (bottom) attention tasks. In both cases, concurrent stimuli (drawings or sounds 
of everyday-life objects, respectively) were superimposed on the original video clips. Participants were asked to simply report 
the words occasionally uttered by the speaker (single task) or, in addition, to detect stimulus repetition in the stream of objects 
(dual task). (B) Proportion of visually influenced responses under single (pale gray) and dual (darker gray) task when partici-
pants were presented with the audiovisual stimuli, with the sound track alone, or with the silent video clips. The empty bars in 
the visual-alone condition correspond to scores based on the words’ phonemic equivalence classes (Mattys, Bernstein, & Auer, 
2002) so that visual performance could gauged while avoiding floor effects. (C) Distribution of visually influenced (McGurk), 
auditory, or other types (errors) of responses in the audiovisual conditions under each task. Note that the reduction in McGurk 
responses in dual-task conditions is concomitant with an increase in auditory responses, not in erroneous responses. This was 
true even when the concurrent dual task was being made in the auditory modality. (Redrawn from Alsius et al., 2005.)

salient, which might have rendered them incapable of 
triggering a strongly automatic multisensory integra-
tion process.

To summarize, the literature reviewed above shows 
that top-down attention can influence multisensory 
integration processes in a variety of ways and at differ-
ent levels in the processing hierarchy. Even though 
there is ample evidence that multisensory integration 
can also occur in a preattentive fashion, recent litera-
ture indicates that attention can robustly influence mul-
tisensory integration in ways that can sometimes be 
facilitatory and sometimes inhibitory. Attentional facili-
tation of multisensory integration appears to occur spe-
cifically when either stimulus delivery rates are high 
(Talsma et al., 2007; Talsma & Woldorff, 2005) or there 
is conflict between congruent and incongruent streams 
of stimuli across modalities (Talsma, Senkowski,  

Soto-Faraco, & Woldorff , 2010). Along similar lines, 
when attention is directed away from salient stimuli, 
such as with audiovisual speech stimuli, it can reduce 
effective integration of these stimuli (Alsius et al., 2005; 
Alsius et al., 2007; Alsius & Soto-Faraco, 2011).

Controversial Issues

Mixed Empirical Findings

The disparity between the more recent results described 
above and those of earlier studies that failed to find a 
top-down effect of attention (Bertelson, Vroomen, de 
Gelder, & Driver, 2000; Colin et al. 2002) is still a highly 
debated issue. This discrepancy between studies that do 
not find an influence of attention on multisensory inte-
gration and those that do seems likely to be due to the 
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former studies having used a relatively low perceptual 
load, which may have left enough processing capacity 
to still effectively integrate all or most of the multisen-
sory stimuli (see Navarra, Alsius, Soto-Faraco, & Spence, 
2010, for a discussion). By contrast, under high percep-
tual demands, including those involving a high degree 
of conflict between relevant and irrelevant stimuli, the 
perceptual integration system would tend to become 
overloaded unless the sensory inputs with higher prior-
ity are allocated sufficient attentional capacity for 
accomplishing effective and useful integration (Alsius 
et al., 2007; Talsma et al., 2007). To counter this claim, 
it has been argued that audiovisual cues remain effec-
tive in capturing spatial attention in a bottom-up, stim-
ulus-driven way, even under high-load conditions 
(Santangelo & Spence, 2007). In this latter study, 
however, the cues by themselves were still relatively rare 
and therefore perhaps salient enough to induce robust 
multisensory interactions preattentively, thereby leading 
to capture of attention in a bottom-up fashion, even 
under high-load conditions. Taken together, there is 
currently substantial evidence for the notion that atten-
tion can influence multisensory integration processing, 
particularly when perceptual demands are high. Con-
versely, however, sufficiently salient bottom-up influ-
ences can nevertheless still compete and interact with 
these top-down factors.

Unisensory or Multisensory Effects?

One important point of debate when assessing the 
influence of attention on multisensory integration is 
whether the attentional modulation is actually affecting 
the multisensory integration process per se or whether 
the effect is at a single-modality level and then carries 
over to subsequent, multisensory, processing stages. Not 
many studies have attempted to differentiate between 
these two accounts despite the important consequences 
in terms of interpretation. Alsius and colleagues (2005, 
2007) included a measurement of single-modality pro-
cessing, thereby enabling measurement of the costs of 
diverting attention in multisensory processing, over and 
above any costs in unisensory processing. More specifi-
cally, the costs of diverting attention were measured in 
terms of prevalence of illusory (McGurk effect) per-
cepts as well as in terms of visual-alone and auditory-
alone recognition. These analyses indicated that the 
effect of attention on unisensory perception (for each 
modality separately) was weaker than the effect of atten-
tion on multisensory integration. This was true even 
with compensation for the naturally reduced perfor-
mance in visual-alone word recognition (see figure 20.3 
for more detail).

Future Directions

Delineating the exact conditions that determine how 
attention and integration affect one another will likely 
constitute one of the major future challenges in this 
field. Recent studies have provided evidence for at least 
two distinct stages in multisensory integration (Magnée, 
de Gelder, van Engeland, & Kemner, 2008a, 2008b; 
Talsma et al., 2007; Talsma, Senkowski, & Woldorff, 
2009). For instance, we recently reported a distinction 
between an early (semi)automatic multisensory analysis 
process affecting the early-latency ERPs such as the 
visual P1 component and later stages of higher-level 
processing, as reflected in a longer-latency occipital 
selection negativity in the ERP waveform (Talsma et al., 
2009). A similar distinction of levels of multisensory 
processing was identified by Magnée et al. (2008a, 
2008b), who demonstrated that in a group of individu-
als diagnosed with pervasive developmental disorders, 
the early stages of multisensory integration were still 
intact, whereas the later stages of multisensory integra-
tion were impaired. Because disrupted multisensory 
processing is considered to be a symptom of various 
clinical populations, including autism spectrum disor-
der (Iarocci & McDonald, 2006) and schizophrenia 
(Ross et al., 2007), a closer understanding of the rela-
tion between attention and multisensory integration 
can be a viable tool to study the interactions between 
cognitive function and multisensory integration pro-
cessing in these patient groups.

Additionally, a limited number of studies are now 
reporting that older adults are benefiting more from 
combining perceptual cues across sensory modalities 
than younger adults do (Peiffer, Mozolic, Hugen-
schmidt, & Laurienti, 2007). This observation is inter-
esting because other research has suggested that older 
adults typically have weaker top-down attentional 
control (Wecker, Kramer, Wisniewski, Delis, & Kaplan, 
2000; West, 1996; but see Madden et al., 2007) and are 
more easily distracted (Machado, Devine, & Wyatt, 
2009), including by stimuli in different modalities 
(Campbell, Al-Aidroos, Fatt, Pratt, & Hasher, 2010; 
Talsma, Kok, & Ridderinkhof, 2006). This last observa-
tion suggests that older adults may receive greater ben-
efits from congruent auditory and visual information 
but are more susceptible to interference from incon-
gruent audiovisual information. This hypothesis leads 
to the question as to what degree the aforementioned 
interactions between attention and multisensory inte-
gration change across the life span. Addressing these 
issues of how the interactions between attention and 
multisensory integration differ in psychiatric popula-
tions as well as how they change in normal development 
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and aging seems likely to be an important direction to 
be explored in the next decade.
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